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Telco network is complex
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Open Source

What is NFV trying to address? MANO

NFV proposes to virtualize, over
commodity hardware, network
functions that typically run in
dedicated appliances, why?

* To make network operations
more agile and cost-efficient.

* To increase independency of
hardware vendors.

* To leverage all the advantages of
the Cloud, for network functions.
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The original idea triggered an industry movement » MANO
e .

 Initial white paper was written in 2012 Network Functions Virtualisation
by the Worldls eadlng t,e I.ecom n.etWO rk An Introduction, Benefits, Enablers, Challenges & Call for Action
operators (Europe, América & Asia). _

° T h iS g ro u p evo |Ve d to t h e ETS I N FV I SG This is a non-proprietary white paper authored by network operators.

. o o The key objective for this white paper is to outline the benefits, enablers and challenges for Network
( I n d u St ry S p e C I fl Cat I O n G ro u p ) fo r m e d Functions Virtualisation (as distinct from Cloud/SDN) and the rationale for encouraging an
) international collaboration to accelerate development and deployment of interoperable solutions
by 3 OO+ CO m p a n i e S based on high volume industry standard servers.
L]

CONTRIBUTING ORGANISATIONS & AUTHORS

AT&T: Margaret Chiosi.

e Their main motivation had to do with N
reducing TCO of building a network by e e
using open solutions. 2

Deutsche Telekom: Uwe Michel, Herbert Damker.

KDDI: Kenichi Ogaki, Tetsuro Matsuzaki.

NTT: Masaki Fukui, Katsuhiro Shimano.

Orange: Dominique Delisle, Quentin Loudier, Christos Kolias.

Telecom Italia: Ivano Guardini, Elena Demaria, Roberto Minerva, Antonic Manzalini.
Telefonica: Diego Lépez, Francisco Javier Ramén Salguero.

Telstra: Frank Ruhl.

Verizon: Prodip Sen.

PUBLICATION DATE

October 22-24, 2012 at the “"SDN and OpenFiow World Congress”, Darmstadt-Germany.

https://portal.etsi.org/nfv/nfv_white paper.pdf
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ETSI Publications L MANO

e
e Based on member’s feedback, field experiences http://www.etsi.org/standards-search

& (&} ‘(Dwww.e(si.org/‘standards~search#page:1&search:&t'\(ic:‘\&e(siNumber:7&comem:o&vcrs\onzo... | a 4 @ Qv

and proof of concepts, standard documents have 3
evolved. |

e 60+ publications exist today, including the
following three main documents:
® NFV Architectural Framework

http://www.etsi.org/deliver/etsi_gs/NFV/001 099/002/01.02.01 60/gs NFV002v01
0201p.pdf

® NFV Infrastructure Overview
http://www.etsi.org/deliver/etsi gs/NFV-INF/001 099/001/01.01.01 60/gs NFV-IN
FO01v010101p.pdf

® NFV Management and Orchestration
http://www.etsi.org/deliver/etsi_gs/NFV/001 099/002/01.02.01 60/gs_NFV002v01
0201p.pdf
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http://www.etsi.org/deliver/etsi_gs/NFV/001_099/002/01.02.01_60/gs_NFV002v010201p.pdf
http://www.etsi.org/deliver/etsi_gs/NFV/001_099/002/01.02.01_60/gs_NFV002v010201p.pdf
http://www.etsi.org/deliver/etsi_gs/NFV-INF/001_099/001/01.01.01_60/gs_NFV-INF001v010101p.pdf
http://www.etsi.org/deliver/etsi_gs/NFV-INF/001_099/001/01.01.01_60/gs_NFV-INF001v010101p.pdf
http://www.etsi.org/deliver/etsi_gs/NFV/001_099/002/01.02.01_60/gs_NFV002v010201p.pdf
http://www.etsi.org/deliver/etsi_gs/NFV/001_099/002/01.02.01_60/gs_NFV002v010201p.pdf
http://www.etsi.org/standards-search
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Benefits of a standard NFV architecture

The ultimate goal is for operators to have a unified and generic virtualization
infrastructure, compatible with any vendor’s Virtual Networking Function (VNF),
this makes standardization a must.

e e e e e - e e e e e e e e — - o — — — — — — — —

Vendor #1 Vendor #2 Vendor #3
i| em || em || em |ii| Gl || em || _em |ii| em || em em | Management / Common
........................................................................... perator’s
Infrastructure

Hardware Infrastructure for Virtualization + Manager

a.k.a “Telco Cloud”
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The ETSI NFV Architectural Framework MANO

The standard architecture can be better understood in three blocks:

NFV Management and Orchestration

OSS/BSS

MANO
Management &
Orchestration
VNFs - (focus on VNF/NS
Virtual Network Functions lifecycle)

NFVI . Officially part of MANO, but

NFV Infrastructure usually bundled with NFVI
. (focus on VM lifecycle)

e—=e Execution reference points ... [ Other reference points —}— Main NFV reference points

© ETSI
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NFVI: NFV Infrastructure MANO

NFVI goal is to provide a virtualization environment for VNFs, including virtual compute,
storage and networking resources.

NEVI  ° = ® O
@ | ‘
Virtual Virtual Virtual KV M
Computing Storage Network %%) ® l
Virtualisation Layer M| .
Vi-Ha I
Hardware resources
aha Computing Storage Network
Hardware Hardware Hardware
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NFVI: NFV Infrastructure . Open Source
VNF Special Requirements MANO
_— e

VNFs, especially data-plane ones, usually have additional requirements than common cloud
applications, including:

.Minor |atenCV (d|Sk I/O & network) Common Cloud and VNF Requirements
— Faster hardware (More cores, SSD disks, faster buses) ot enancy 4
— Dataplane acceleration e Sepere g

High Packet Per Second
Throughput (i.e. bNS, Network 1/0)

Self Service Migration of HA pet to midget cow
VNFs
o Low Late ncy / Low Jitter (i.e. BGP, HA, VRRP, etc.)
¢ ngher th rOugh put or PPS (i.¢ ing / M2M / SmallPackets) Geo-Dependency of Workloads
. to Connections
— Dataplane acceleration App/'\'ijltl'f;”i'yg“ e e ey i ety
o Operational
— EPA: Enhanced Platform Awareness General QoS KPI Measurements O VNF 1., sitions/Events
(IOPS, CPU, Resources) Reqmrements (Workload and DC Dry Out)
(i.e. Rich Network Analytics)
H H H H Orchestration D ic/Tiered Topology Creation
°® ynamic e pology Creation,
Geogra phlcal dIStrlbUtlon o dengsp g honagemen’, con"S Scale Out and Service Chaining
— multi-site cloud TMTUFCAPS/OS5, Probing/ CALSA Unique Telo Cloud VNE

Requirements

Brownfield App/VNF Support

*Horizontal auto-scaling | |
— automated operations (orchestration) Openstack Austin 2016’%@‘13,3}’2’552‘1\’%;1?;
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NFVI: NFV Infrastructure
VNF Special Requirements

EPA covers the different approaches that can be taken at the NFVI layer to increase
performance while maintaining a generic (COTS) infrastructure. VIM and MANO should

be able to request them.

Huge Pages NUMA Topology Awareness

= ————————=

i

Node 0 Node 1

Data Plane assignment

Virtual Switch PUERTO 1

PUERTO 2

I00U>»-HT>0>
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VIM: Virtualized Infrastructure Manager

The Virtualised Infrastructure Manager conceptually part of the ‘MANO Stack’, provides
lifecycle management for virtualized resources (VMs, volumes, networking paths and
connectivity, etc.)

. ' #\V/n-Nf i —+ Vi-Vnfm
NFVI + ¢ ¢ k
Virtual Virtual Virtual |
Computing Storage Network
—— Nf-Vi Virtualised Or-Vi
Virtualisation Layer | Inbastiusctine :
ViI-Ha I Manager(s)
: Hardware resources
CH. Computing Storage Network
Hardware Hardware Hardware
— aws
mwa re u ,7 == 'I&/I;%rroesoﬂ
vCloud OpenStaCk@ Y Google Cloud

by vimware’
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MANO: VNF Manager (VNFM)

*The VNF Manager, also part of the ‘MIANO Stack’, covers lifecycle management for

Virtual Network Functions (VNFs), either directly or through their own Element
Management System (EMS).

EM 1 EM 2 EM 3 VeV i nd
: . _ . VNF > VINE
= : L it ! Infrastructure
: - : : Manager(s) Description
: VNF 1 VNF 2 VNF 3
' ' , —I— Vi-Vnfm

VNF Managers can be generic (current trend), or vendor-specitic ones.

Ovino @Juyu & @Q

ANSIBLE

© ETSI
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MANO: NFV Orchestrator (NFVO) MANO

®*The NFV Orchestrator, the higher entity in the ______NEV Management and Orchestration
‘MANO Stack’, covers general resource
orchestration and services lifecycle, which - NFV
. . . . Orchestrator
comprise multiple VNFs and define their roles
(traffic paths, scaling decisions, and other
service-related requirements) 1 Or-Vnfm
. : : :
It can |nterac.t.W|th a generic VNF Manager, or Servios. VNE'ond
vendor-specific ones. ° VBlE Infrastructure
anager(s) Description
. el

4‘ Open Source

w? MANO

© ETSI



Virtual Network Functions (VNF)

®Finally, the VNFs, which are
supported by the underlying NFVI,
and managed by their own EM
(internal, element manager) and the
VNF Manager (external,
‘context-aware’ manager)

®*They should be able to provide any

networking function and interact
with other VNFs.

© ETSI

EM 1

EM 2

EM 3

H
—
.

Ve-Vnfm
_|_

V/n-Nf
Virtual Virtual Virtual
Computing Storage Network
Virtualisation Layer
Vi-Ha I
Hardware resources
Computing Storage Network
Hardware Hardware Hardware

Nf-Vi

e—= Execution reference points
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The Open Source MANO Project ® MANO

NFV Management and Orchestration
=A_A__E__E_A_A__E__B _8_&8_.

OsMa | Z We are here!
,. OSS/BSS - " | Orchestrator Open Source MANO is an
_ } | ETSI-hosted project
.o pervem developing an Open Source
EM 1 EM 2 EM 3 Ve-vnim - ~impe— NFV Management and
_g_ —i= - — ' . Manager(s) Irll)fza;i?;;t;rle . O I'c h estration ( M A N O )
= VNF 1 VNF 2 VNF 3 ] ] software stack aligned with
) 4 ) ¢ - ) 4 . . .
Vn-Nf 41 Vi-
S— AL i } Vi-Vnfm ! ETSI NFV.
Virtual Virtual Virtual
Computing Storage Network
Nf-Vi Virtualised Or-Vi
Virtualisation Layer : T — :
VI-Ha Manager(s)
: Hardware resources
A Computing Storage Network
Hardware Hardware Hardware
e—e Execution reference points .. - Other reference points = Main NFV reference points

© ETSI



= Open Source

MANO

Software defined data centers are composed of completely virtualized infrastructure, that can be easily

The Software-Defined DataCenter

managed using software.
When talking about SDDC, we are mainly referencing virtualization of compute, storage and
networking, being that all the infrastructure is totally programmable.

This new data center building paradigm focuses on: Software-Defined Datacenter
Using the full potential of hyper scalable architectures

More agility and faster application provisioning
Cost reduction

Automated management (elastic and programmable)

© ETSI 17
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Virtual Machines and Containers

With hypervisors, like KVM, we are capable of partitioning a physical compute node into multiple “virtual machines” that
use their own Operating System to share the physical resources, providing efficiency on the host resources consumption.

“Containers”, made popular by Docker, produce instances that share a single Operating System while only adding the
libraries they need to run a lightweight application. This concept increases application mobility and takes the efficiency
on host resource consumption a step further, simplifying modularity to the “micro-services” level.

~KVM ot

docker

applications applications applications [ applications ] [ applications ] [ applications ]
) N N v [ libraries ][  libraries | libraries |
libraries libraries libraries - N

( N ( N ( ) OS with container support

OS1 OS2 0OS 3

(S AN AN J \ )
( )\ ( N\

HYPERVISOR (KVM, ESXi, etc) [OPTIONAL] HYPERVISOR
& J & J
4 N 4 N

HOST HARDWARE DE HOST

(& / (& J
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Beginnings were hard

“I think there’s a world market for maybe five computers”

Thomas Watson, IBM, 1943

© ETSI
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OpenStack Timeline

2021

2006 2010 2012 2014

2000

1997

1990

20
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OpenStack vs typical virtualization platforms

Virtualisation Management OpenStack

TCO High Low

Resource management “Pets” “Cattle”
Resource provisioning Image-based Template-based
Hardware Specialised Commodity
Scalability Scale up Scale out
Workload Stateful Stateless

Open source Mostly no Yes

© ETSI
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What is OpenStack?

© ETSI
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Linux of infra

OpenStack is an open source cloud platform

just like Linux is an open source operating system

© ETSI 23



Open Source

Big community

[Eate]

Industry events O

I\

0000000
0000000
O

1]
\

i
e i
~450 organisations —- OpenStaCk® ~8,500 developers

- w)

Admin’s guide Developer’s guide
© ETSI 24




Modular

OpenStack has a modular architecture and consists of the following components:

- expose APl endpoints and handle basic cloud functions
- provides a web-based user interface
- provides a command-line user interface
- store various records created by OpenStack services

- facilitate inter-process communication

Y V V Y VY

- NoSQL databases, memcached, etc.

© ETSI
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Terms

When in OpenStack, speak as the OpenStackers speak :)

- a user or a group of users with isolated cloud resources
- a template containing an OS used for instance provisioning
- a template defining cloud resources for instance provisioning
- a VM provisioned from the image and the flavor
- volatile storage attached to the instance
- non-volatile storage attached to the instance

- non-volatile, cloud-native storage accessible through the API

VY V VY Y Y VY

- virtual firewall attached to the instance

© ETSI
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OpenStack HLD

Graphical user interface

Dashboard service

eescmesaacee > °

. . Creates stacks
PR —— > e Orchestration service

/\L A 4 \/\L \/\L
e -] o

(7]
G % % (7R

K

K
—
&—
&«

O
J
« -
T
O
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Identity Openstack Bloc Compute Image Object Telemetry
service networking storage service storage storage service
service service service service
Persistent storage Stores images Stores images
as objects

Network connectivity

Stores objects for VMs

Collects usage statistics

27
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Keystone

Identity service

Manages domains, projects, roles, groups and user accounts
Provides authentication and authorisation functions
Integrates with LDAP, Active Directory, SAML, etc.

VYVYY

KEYSTONE

an OpenStack Community Project

© ETSI 28
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Glance MANO

> Image service

> Manages the catalogue of cloud images
> Can also build and validate images

GLANCE

an OpenStack Community Project

© ETSI 29



Nova

> Compute service
> Responsible for instance provisioning, scheduling and termination
> Also manages ephemeral storage devices
> Uses KVM or other hypervisor underneath
© ETSI
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NOVA

an OpenStack Community Project

30
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Neutron

> Network service
> Manages virtual networks, subnets, routers and security groups
> Uses OVN/OVS or other SDN underneath

NEUTRON

an OpenStack Community Project

© ETSI 31
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Cinder

> Block storage service
> Manages block storage volumes, their snapshots and backups
> Integrates with a variety of storage platforms, including Ceph, LVM,

NetApp, PureStorage, etc.

CINDER

an OpenStack Community Project

© ETSI 32
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Many other services

IRONIC
Bare metal

OCTAVIA
Load Balancer

HEAT
Orchestration

DESIGNATE
DNS Service

CEILOMETER MANILA
Telemetry Shared
. filesystem ‘

AODH
Alarming

BARBICAN
Secrets

MAGNUM
Containers

MASAKARI

Workloads HA

© ETSI 33
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Monolith vs microservices MANO

Microservice Microservice

Microservice Microservice Microservice Microservice

@ Database

© ETSI 35



Containers vs machines

Open Source

MANO

App 1 App 2 App 3
Bins/Lib Bins/Lib Bins/Lib App 1 App 2 App 3
Bins/Lib Bins/Lib Bins/Lib
Guest Guest Guest
OS (01 0OsS . .
Container Engine
Hypervisor Operating System
=1 =1
..... .E"'..,...Q .EI-IQ
Infrastructure Infrastructure
Machine Virtualization Containers

A modern way to virtualise infrastructure, more lightweight than traditional VMs.

© ETSI

A container includes everything required to run a single software application. 36
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What is K8s

landscape.cncf.io

oud Native La ape 3 " “
o ahe Land Overwhelmed? Please see the CNCF Trail Map. That and the interactive landscape are at l.cncf.io

e Defiition & Image Bad 20ration & Delivery Platform

Certified Kubernates - Distrixscn

How it started

App Definiticn 3nd Dev

An open-source tool to simplify
container orchestration

Certifiad Kuberretes - installer
2 || o | 2

How it’s go|ng : @LBJLEJ ==

ents] e ctae] [Q [y 1| el

The first, truly universal

mc;ounnmvs R Qovoianve
LandsCape  wme dmpify

cloud platform ——

Aot texhaokopes. Thire e

many (e 10 Seployiy &

= pradjreuguinmvgiord

. CNCF Projects topresencey &
1.CNCFIO  pwreasy mosmmmessom
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How is it technically possible

CONTROL PLANE WORKER WORKER

[e]e]

v

v

API @E@E@j—[ @?@E@a —»| Kubele POD e-proxy
GUI T T - i

Scheduler Controller Docker / CRI Docker / CRI

v
e

kubectl

~ I
~ I

4 ™
L 1l
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Kubernetes story so far

Google introduces Borg

A cluster manager that runs
100,000s of jobs from 1,000s of

Cloud Native Computing
Foundation born

Open Source

MANO

K8s Enterprise adoption

Google partnered with the Linux

Foundation to create the CNCF AKS announced
First KubeCon held in San

EKS announced

different applications Francisco Kubeflow released
Oracle Joins CNCF
®
¢ 2014 ’ 2016 ® 2018-2020
2004 2015 2017
Google introduces K8s goes mainstream! Canonical steps up its K8s
Kubernetes game
First KubeCon EU and second KubeCon US held
In collaboration with Canonical Monzo & Pokemon Go Case Studies released MicroK8s released
(amongst others), Google Windows server support released UA Infra announced

© ETSI

launches K8s as an open source
version of Borg. Later that year,
MS, RH, IBM and Docker join the
K8s community

Canonical announced Charmed Distribution of

Managed K8s offering
Kubernetes (now Charmed Kubernetes)

consolidated

39



Who uses K8s and why ?

Industries

© ETSI

BFSI

Telecommunications
Information Technology
Retail and e-commerce
Education

FedGov

Media and entertainment
Healthcare and life sciences
Hospitality

Use cases

Simple deployments of stateless
applications (e.g. nginx)

Stateful data services (e.g. MySQL)

Building modern CI/CD pipelines
Faster/dynamic application deployments
and updates

Dynamic resource management and scale
Productivity - less time spent in config mgnt
Global reach of services

List of popular real-world K8s use cases
(Tinder, NYT, Airbnb, Pinterest, PokemonGo)

Open Source

MANO
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https://dzone.com/articles/how-big-companies-are-using-kubernetes
https://dzone.com/articles/how-big-companies-are-using-kubernetes

K8s benefits

© ETSI

Elasticity and agility
Resource optimisation
Developer productivity
aster time-to-market
Simpler operations
Portability

Cutting-edge technology
Reduced OpEx and CapEx

Open Source
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Evolution from VNFs to CNFs
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