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Hackfest #13
On-boarding Magma 1.7 5G Core With OSM

ACRL@SUNYPOLY Team: 
Hisham Kholidy, Michael Stein, Mohammed Abuzamak, Wendell Balbuena, and

Yusuf Elazzazi  
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ACRL@SUNYPOLY Team Members

Michael Stein
MS student at SUNY POLY
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Hisham Kholidy, Ph.D.
Assistant Prof. State University of New York 
Polytechnic Institute (SUNY Poly). Director of 
the ACRL lab.

Mohammed Abuzamak
BS student at SUNY POLY

Wendell Balbuena
BS student at SUNY POLY

Yusuf Elazzazi
BS student at Buffalo University
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Task Progress

Task Status

1. On-board Magma ORC with OSM. Done

2. On-board Magma AGW with OSM. Done

3. On-board SRS-LTE simulators for gnb and UE. Done

4. Connect it all together to see traffic in Magma 

Orchestrator – OSM day 2 action.

Done

5. Implementing 2 additional lifecycle actions 

(disconnect / connect simulators).

Done

6. Implementing 2 additional lifecycle actions 

(connect / disconnect AGW to/from ORC).

Done

7. Additional Developments (Extra tasks) Done

Timeline
Tuesday 6/14 Wednesday 6/15 Thursday 6/16
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Magma Orchestrator GUI
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Credentials 1 

Credentials 2 (top) 
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Magma Orchestrator GUI
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Credentials 2 (bottom)

Credentials 3
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Magma Orchestrator GUI
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We have now accessed the web portal
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Configuring Magma Access Gateway
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CMO 1

CMO 2

CMO 3
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Configuring Magma Orchestrator
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The subscribers from the given CSV in Magma Orchestrator 
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Magma AGW PNF and NS Packages
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Packages procured 
using SCP from local 
host

PNF and NS 
package creation
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PDU Descriptor File Creation
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This is what the default 
configuration of the 
PDU.yaml file looks like

We changed the values for 
the VIM ID, and Interfaces IPs

Descriptor file created

1 2
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Onboarding the PNF into OSM
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Someone feel free to 
add detail here*******
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Magma AGW Configuration
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We used SCP and SSH 
commands to copy 
the CA file to the 
Magma AGW VM

We then configured 
the Magma AGW with 
the appropriate 
domain and path for 
the CA file
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srsLTE Setup
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The creation of the NS, linking it to the AGW

The deployment of attach-ue charm of the NS
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srsLTE Setup Confirmation
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This confirms that the 
launch was successful
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Challenges and Constraints We Faced

❖ Security Group rule was missing, leading to srsLTE network 
service failing to be configured.

❖ Communication between orc8r-orchestrator and orc8r-certifier 
components was broken, preventing us from creating a tenant 
to configure srsLTE with the AGW/add the subscribers.

❖ Our original cluster got corrupted forcing us to switch to 
team7’s cluster. 

❖ Our AWS Gateway became unreachable/broken.
❖ Route53 was not properly configured.
❖ We found out about the event 3 days prior to the start of the 

event.
❖ There is a 6 hour time zone difference behind the CEST.
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These challenges and constraints took lot of our time to address, the OSM 
team helped us as much as they could to address these issues.
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Demonstration
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Additional Developments

● Creation of script to attach/detach the UE through 
ns-action

● Script to create and deploy the VIM

● Script to create the srsLTE NS
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Goals outside of Hackfest

We are working on some experiments using OSM.

One of these is based on 5Growth as it has been used to support 
multi domain deployments specifically with a private 5G network 
and a public network. 

Additionally it supports the use of multiple MANO platforms
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5Growth Dashboard
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Configuration
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Configuration Continued

21



© ETSI

Visualization of NSDs
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Uploaded NSD
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5Growth Converter
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Thank you for the Hackfest13 event.

Thank you to all the mentors!

Thank you to the teams and team members!

We are looking forward to working with all of you
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