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whitenfv, in our third formal major release.

Whitenfv has a release calendar compatible with OSM
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Evolving towards containers

Baremetal
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* Fragmented non-commodity hardware.

* Physical install per appliance per site.

* Hardware development large barrier to entry for new
vendors, constraining innovation & competition.
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Containers for OSM and for CNFs

Kubernetes is used to support OSM, but also for supporting CNFs
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Deploying whitenfv
by using Ansible on top of Kubernetes

WhiteNFV comes in Docker Containers, we deploy them in Kubernetes, on top
of Openstack virtual machines or by using a cloud provider.

kubernetes

Kubernetes
Cluster

’ ‘ Virtual Machines
" - Openstack
Anti-affinity policy Anti-affinity policy S P
openstack. VIM
R ,, ;y;r;v LS Different
UL = Physical
o\ Servers
« TR
& £

B whitestack




Deploying whitenfv
by using Ansible on top of Kubernetes

The fa stest g rowi ng Kubernetes Share among Container Organizations
platform for Containers
deployment.

10-POINT
INCREASE IN

KUBERNETES RUNS IN 45% ONE'YEAR
* OF CONTAINER ENVIRONMENTS

% of container organizations running Kubernetes

0%
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Source: Datadog

The most popular Configuration Tools Used

% of All Respondents

configuration tool, in the
market (OpenSource)

m2018
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A N S I B | E Source: RightScale 2019 State of the Cloud Report from Flexera
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How to deploy whitenfv?

Deployment benefits:

e Sub-second High-Availability and Auto-healing
(VCA in progress)

e Easily updatable (seconds) through deployer machine
(Upgrading a container, is a matter of seconds)
"Rolling upgrades"

e Layered Deployment
Components spread across several layers, to minimize security risks
(avoid an attacker to get access to all components)
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Deploying whitenfv
For testing

Express-all-in-one model (for testing and experimenting)

e ‘“Express All-in-one” deployment,
with co-located deployer docker

container.
Kubernetes

Cluster e Single VM, single interface

e Minimum:2vCPU, 8GB RAM

Lx Virtual Machine e Keeps WhiteMist Kubernetes for
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VNFs vs CNFs
Implementation differences
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Deploying CNFs

With Juju or Helm on Kubernetes
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Helm uses Charts
A templating system to describe all the dependencies

dependencies

=g =N

charts.yml

will generate valid Kubernetes manifest files.
OPTIONAL: A plain text file containing short usage notes

wordpress/

Chart.yaml # A YAML file containing information about the chart
LICENSE # OPTIONAL: A plain text file containing the license for the chart
README . md # OPTIONAL: A human-readable README file
values.yaml # The default configuration values for this chart
values.schema.json # OPTIONAL: A JSON Schema for imposing a structure on the values.yaml file
charts/ # A directory containing any charts upon which this chart depends.
crds/ # Custom Resource Definitions
templates/ # A directory of templates that, when combined with values,

#

#

templates/NOTES. txt

$ helm install {application}
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Helm Hub

Thousands of Charts available
(and many other Repositories)

Helm Hub: Discover &lat. x  + = EF

< C & hubhelmsh * 0

Discover & launch great S —
Kubernetes-ready apps
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cetic/adminer mogaal/adminer stable/aerospike aerospike/aerospike
476 473 v4.5.0.5 4.8.0.5
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aerospike/aerospike-
enterprise
4.8.0.5

buildkite/agent choerodon/agile-service agones/agones
3.17.0 0.21.0 1.4.0
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Release Calendar

Our Release calendar relies on the community releases
e We committed to release for testing (rc) on this calendar

o Alcobendas (01/2018) - Based on Release FIVE
o Barcelona (Q3/2019) - Based on Release SIX
o Castelldefels (Q1/2020) - Based on Release SEVEN
o D Release (Q3/2020)
o E Release (Q1/2021)
{release}-{n}-rc1 —— {release}-{n}-rc2 —— {release}-{n}
N\ J GA
Open Source Release cand?trzlates (testing) General Availability (production)
R5 R6 R7 R8 R9 >
whitenfv whitenfv whitenfv whitenfv whitenfv
alcobendas barcelona castelldefels d release e release

B whitestack (3)



Roadmap

More functionality around CNFs
Deployment of OSM by using Help Charts!

helm install whitenfv

e More integration with Openstack
o Load Balancing with Octavia
o Storage with Cinder, Swift or Manila
e More monitoring
o Improved Network Services Dashboards
o System monitoring
e More Security
o Session Encryption
o Auditing
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Successful Implementation of an
OpenRAN deployment in Latam
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Data Mining: Satellite imagery

Estimation Model: Neural networks
to identify and count households

Clustering (DBSCAN) to group
households into settlements

Training Sample: Census data to frain
and iterate the model
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INTERNET COVERAGE
BY TECHNOLOGY &
OPERATOR

Data Mining: Geolocate mobile sessions

Estimation Logic: Generate internet
coverage polygons by technology as
perceived by mobile internet users

Training Sample: Telefonica coverage
and infrastructure information + reported
regulatory data
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Geolocate population distribution
by internet coverage status, by
technology (LTE, 3G, Wifi,
2G/Edge)

B whitestack

15




Orchestrating a Hybrid Network Service C fCacC‘;I:;(l)'l;eCtiVit
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Cetting Ready for 5G

Onboarding Open

An containerized open-source
implementation of a 5G Core

UE

Emulated
UE

5G Base Station

gNB (eNB)
Simulation

Handover

GNB (eNB)

Simulation

Local Service
Hosting Node

Internet GW

Internet GW

€) open5gs/opensgs: Ope:
€ c

[@ welcometo OpensGsPre X | +

> C & opensgsorg

OPen‘5 Ggs

An open source implementation of cellular

telecommunications network +echﬂo\oas 5

Welcome to Open5GS Project

The mission of OpenSGS is to provide complete system implementations of cellular telecommunications
network technologies, including radio access, the core transport network, codecs, security and quality of
service.

For more information, visit to our blog
« https://openSgs.orglopensgs

At Operi5as.

« Anyone can contribute to this project.
+ Nosingle enity/person can create private/non-public versions of the code.

This page was generated by Gitrub,
ages.

https://open5gs.org

mme  sgw  hss

2,623 commits

x

lopen5gs / open5gs
<> Code Issues 171

epc

+

porf  pgw

¥ 6 branches

& github.com/opensgs/opensgs

Pull requests

Pull requests 4 Actions Projects o

te-network

9 0 packages

Issues Marketplace Explore

Owatch~ | 48

Wiki

© 27 releases

Security

Insights

22 14 contributors

* Star

222 YFork 94

Open5GS is a C-language Open Source implementation of the 3GPP Evolved Packet Core, i.e. the core network of an LTE network.

& AGPL-3.0

Branch: master v

i configs
I debian
B docker
Bm docs
i lib

B misc
I src

i subprojects
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New pull request

27 acetcom Add socknode_add() [#367]

Add a space line below mtu config (#376)
debian/control: Add build dependency to 'git' (#373)
change 45.45.0.1 -> 10.45.0.1 (#369)

Link Kubernetes Open5GS Deployment (#375)
Add socknode_add() [#367]

change 45.45.0.1 -> 10.45.0.1 (#369)

Add socknode_add() [#367]

Upgrade freeDiameter version to 1.3.2

Add MTU as defauit in configuration (#376)

Create new file

Upload files | Find file

lone or download ~

v Latest commit 1es6141 13 days ago

16 days ago
18 days ago
24 days ago
16 days ago
13 days ago
24 days ago
13 days ago
4 months ago

16 days ago
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VNF Catalogs

Whitestack, the VNFOB Task Force, and TSC members are promoting the

concept of a repositories of VNFs, that will facilitate the distribution or Virtual
Network Functions.

VNF Repository Specification

1
VNF Consumer Implementation ' ! g
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Open Source § | [ g
M A N O i | VNF
i i i Repository
VNF Consumers i i VNF Publishers
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whitestack

Bwhitenfv

ready

www.whitestack.com/nfv
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