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What is NFV trying to address?

NFV proposes to virtualize, over
commodity hardware, network
functions that typically run in
dedicated appliances, why?

* To make network operations
more agile and cost-efficient.

* To increase independency of
hardware vendors.

* To leverage all the advantages of
the Cloud, for network functions.
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The original idea triggered an industry movement

Network Functions Virtualisation — Introductory White Paper

e |nitial white paper was written in Network Functions Virtualisation
20 1 2 by t h e WO rI d IS I ea d i n g te I eCO m An Introduction, Benefits, Enablers, Challenges & Call for Action
network operators (Europe, América e S S R

° The key objective for this white paper is to outline the benefits, enablers and challenges for Network
& A S I a Functions Virtualisation (as distinct from Cloud/SDN) and the rationale for encouraging an
(] international collaboration to accelerate development and deployment of interoperable solutions

based on high volume industry standard servers.

e This group evolved to the ETSI NFV o5 G

BT: Don Clarke, Peter Willis, Andy Reid.

L] L] L]
I S G ( I n d u St ry S p e C I fl C a t I O n G ro u p ) Centurylink: James Feger, Michael Bugenhagen, Wagar Khan, Michael Fargano.
4 China Mobile: Dr. Chunfeng Cui, Dr. Hui Deng.
f d b ° Colt: Javier Benitez.
O r m e y 3 OO+ C O m p a n I e S ° Deutsche Telekom: Uwe Michel, Herbert Damker.
KDDI: Kenichi Ogaki, Tetsuro Matsuzaki.
. . ° ° . NTT: Masaki Fukui, Katsuhiro Shimano.
. T h e I r m a I n m Ot I Va t I O n h a d to d O W I t h Orange: Dominique Delisle, Quentin Loudier, Christos Kolias.

Telecom Italia: Ivano Guardini, Elena Demaria, Roberto Minerva, Antonic Manzalini.

reducing TCO of building a network v
by using open solutions.

PUBLICATION DATE
October 22-24, 2012 at the “"SDN and OpenFiow World Congress”, Darmstadt-Germany.

https://portal.etsi.org/nfv/nfv_white paper.pdf
T
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e Based on member’s feedback, field experiences http://www.etsi.org/standards-search
< C | ® www.etsi.org/standards-search#page=18search=gtitle=18&etsiNumber=1&content=0&version=0... ¥ | ) o Qv
and proof of concepts, standard documents have e ——

evolved.

Search & Browse Standards

21 (2017—05)

e 60+ publications exist today, including the
following three main documents:

ETS

B) Published E

Release 2; Protocols and Data Models;
e-Vnfm Reference Point

® NFV Architectural Framework
http://www.etsi.org/deliver/etsi gs/NFV/001 099/002/01.02.01 60/gs NFV002v01l
0201p.pdf

Published 8

lease 2; Management and
rface and Information Model

® NFV Infrastructure Overview N,m,m..cﬂsxgg;::“““°“‘"m' e o
http://www.etsi.org/deliver/etsi_gs/NFV-INF/001 099/001/01.01.01 60/gs NFV-IN
F001v010101p.pdf e
® NFV Management and Orchestration “ ze
http://www.etsi.org/deliver/etsi_gs/NFV/001 099/002/01.02.01 60/gs NFV002v01 . o
0201p.pdf N%&,Wzﬁﬁnyjﬁwwmm
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http://www.etsi.org/deliver/etsi_gs/NFV/001_099/002/01.02.01_60/gs_NFV002v010201p.pdf
http://www.etsi.org/deliver/etsi_gs/NFV/001_099/002/01.02.01_60/gs_NFV002v010201p.pdf
http://www.etsi.org/deliver/etsi_gs/NFV-INF/001_099/001/01.01.01_60/gs_NFV-INF001v010101p.pdf
http://www.etsi.org/deliver/etsi_gs/NFV-INF/001_099/001/01.01.01_60/gs_NFV-INF001v010101p.pdf
http://www.etsi.org/deliver/etsi_gs/NFV/001_099/002/01.02.01_60/gs_NFV002v010201p.pdf
http://www.etsi.org/deliver/etsi_gs/NFV/001_099/002/01.02.01_60/gs_NFV002v010201p.pdf
http://www.etsi.org/standards-search
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Benefits of a standard NFV architecture

The ultimate goal is for operators to have a unified and generic virtualization
infrastructure, compatible with any vendor’s Virtual Networking Function (VNF),
this makes standardization a must.

e e e e e - e e e e e e e e — - o — — — — — — — —

Vendor #1 Vendor #2 Vendor #3
i| T Iiil o o]l Iiil T | Management S
........................................................................... Operator’s
Infrastructure

Hardware Infrastructure for Virtualization + Manager

a.k.a “Telco Cloud”

© ETSI 2020



Open Source

The ETSI NFV Architectural Framework MANO

The standard architecture can be better understood in three blocks:

NFV Management and Orchestration

OSS/BSS

MANO
Management &
Orchestration
VNFs i (focus on VNF/NS
Virtual Network Functions lifecycle)

NFVI . Officially part of MANO, but

NFV Infrastructure usually bundled with NFVI
. (focus on VM lifecycle)

e—=e Execution reference points ... [ Other reference points —}— Main NFV reference points

e
© ETSI 2020
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NFVI goal is to provide a virtualization environment for VNFs, including virtual compute,

storage and networking resources.

NEVI  © = ¢
Virtual Virtual Virtual
Computing Storage Network
Virtualisation Layer
VI-Ha |
Hardware resources
ol Computing Storage Network
Hardware Hardware Hardware

© ETSI 2020
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NFVI: NFV Infrastructure
VNF Special Requirements

VNFs, especially data-plane ones, usually have additional requirements than common cloud
applications, including:

.Minor |atenCy (d|5k |/O & network) Common Cloud and VNF Requirements
— Faster hardware (More cores, SSD disks, faster buses) 2

High Packet Per Second

Multi-tenanc
y Throughput (i.e. bNS, Network 1/0)

. Reservation and Separatiq
Dataplane acceleratlon Self Service Migration of HA pet to midget cow
VNFs
N Low Late ncy / Low litter (i.e. BGP, HA, VRRP, etc.)
¢ ngher th rough put or PPS (i ing / M2M / SmallPackets) Geo-Dependency of Workloads
1 Applicat High Network QoS _ to Cpnnections -
— Dataplane acceleration pp;;j],';’;,[;j‘ P b Sy ke
— EPA: Enhanced Platform Awareness General Qos O eromanee " Transitions/Events
. (IOPS, CPU, Resources) Reqmrements (Workload and DC Dry Out)
(i.e. Rich Network Analytics)
° ° H e Orchestration Dynamic/Tiered Topology Creation
. . ) b y p gy ’
Geogra ph |Ca| d Istri bUtlon Maement. (LD Teime: Momronnei Scale Out'and Service Chaining
— multi-site cloud o

Brownfield App/VNF Support

*Horizontal auto-scaling
. . OpenStack Austin 2016: Telco Cloud Requirements:
— automated operations (orchestration) What VNF's Are Asking For

e
© ETSI 2020



NFVI: NFV Infrastructure
VNF Special Requirements
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EPA covers the different approaches that can be taken at the NFVI layer to increase
performance while maintaining a generic (COTS) infrastructure. VIM and MANO should

be able to request them.

Huge Pages

NUMA Topology Awareness

Node 0 Node 1

Data Plane assignment

Virtual Switch PUERTO 1

PUERTO 2

I00U>»-HT>0>
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VIM: Virtualized Infrastructure Manager

The Virtualised Infrastructure Manager conceptually part of the ‘MANO Stack’, provides
lifecycle management for virtualized resources (VMs, volumes, networking paths and
connectivity, etc.)

. ' #\V/n-Nf i —+ Vi-Vnfm
NFVI & ¢ ¢ r_
Virtual Virtual Virtual |
Computing Storage Network
—— Nf-Vi Virtualised Or-Vi
Virtualisation Layer | Infastivicture :
ViI-Ha I Manager(s)
: Hardware resources
CH. Computing Storage Network
Hardware Hardware Hardware
— aws
mwa re u ,7 == 'I&/I;%rroesoﬂ
vCloud OpenStaCk@ Y Google Cloud

© ETSI 2020
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*The VNF Manager, also part of the ‘MIANO Stack’, covers lifecycle management for
Virtual Network Functions (VNFs), either directly or through their own Element

Management System (EMS).

Ve-Vnfm

EM 1 EM 2 EM 3
: VNF 1 VNF 2 VNF 3
TVnNr

|
- Service, VNF and
Infrastructure
Manager(s) Description

—I— Vi-Vnfm

VNF Managers can be generic (current trend), or vendor-specific ones.

Open Source
MANC

@Juu & Q@ &

ANSIBLE

© ETSI 2020
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MANO: NFV Orchestrator (NFVO)

®*The NFV Orchestrator, the higher entity in the ______NFV Management and Orchestration
‘MANO Stack’, covers general resource
orchestration and services lifecycle, which - NFV
Orchestrator

comprise multiple VNFs and define their roles

(traffic paths, scaling decisions, and other
service-related requirements) - Or-Vnfm

It can interact with a generic VNF Manager, or i S
vendor-specific ones. VisnageiE) Ir;)ﬁ;itég:it;rle

4‘ Open Source

w? MANO

© ETSI 2020



Virtual Network Functions (VNF)

®Finally, the VNFs, which are
supported by the underlying NFVI,
and managed by their own EM
(internal, element manager) and the
VNF Manager (external,
‘context-aware’ manager)

*They should be able to provide any
networking function and interact
with other VNFs.

© ETSI 2020
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Ve-Vnfm
_|_

EM 1 EM 2 EM 3
| VNF 1 \ | VNF 2 I | VNF 3 I
Vn-Nf
Virtual Virtual Virtual
Computing Storage Network
Virtualisation Layer
Vi-Ha |
Hardware resources
Computing Storage Network
Hardware Hardware Hardware

Nf-Vi

e—=e Execution reference points

...... |- Other reference points —
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VNF and Network Service descriptor files (VNFD / NSD) MA NO

One of the most important aspects of achieving a unified VNF catalogue, is having a
standard way of describing VNFs and NSs.

: etho

* MANO solutions should give the possibility D
to describe VNFs through ‘descriptor files’ - iniertacer
: ubuntuvnf_vnfd
*The industry’s goal is a unified and standard s wbuntontntd
descriptor file format across different -init-file: cloud_init

platforms (ETSI SOLO01/006) 0 ubintuunt_unfa-w

i ANY
: ubuntuvnf_vnfd-WM

*Both NS (comprised of VNFs) and VNFs o
should be described in a simple way.

The end product operators consume in an NFV world is a set of VNF Packages (which include the VNFD

and other artifacts) that they can mix and match to describe their own Network Services.

T
© ETSI 2020
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The Open Source MANO Project ® MANO

NFV Management and Orchestration
=A_A__E__E_A_A__E__B _8_&8_.

OsMa | Z We are here!
,. OSS/BSS - " | Orchestrator Open Source MANO is an
_ } | ETSI-hosted project
.o pervem developing an Open Source
EM 1 EM 2 EM 3 Ve-vnim - ~impe— NFV Management and
_g_ —i= - — ' . Manager(s) Irll)fza;i?;;t;rle . OrChESt ration (MANO)
= VNF 1 VNF 2 VNF 3 ] ] software stack aligned with
) 4 ) ¢ - ) 4 . . .
Vn-Nf 41 Vi-
S— AL i } Vi-Vnfm ! ETSI NFV.
Virtual Virtual Virtual
Computing Storage Network
Nf-Vi Virtualised Or-Vi
Virtualisation Layer : T — :
VI-Ha Manager(s)
: Hardware resources
A Computing Storage Network
Hardware Hardware Hardware
e—e Execution reference points .. - Other reference points = Main NFV reference points

e
© ETSI 2020
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Layering Abstraction

Architectural Principles

Modularity Simplicity
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1. A well-known Information Model (IM), aligned with ETSI NFV, that is
capable of modelling and automating the full lifecycle of Network Functions:
°* VNFD (VNF Descriptor) — VNFR (VNF Record)
* NSD (Network Service Descriptor) — NSR (Network Service Record)
* NST (Network Slice Template) — NSI (Network Slice Instance)

OSM'’s approach aims to minimize integration efforts

NF Packages NS Network Slice
(VNF, PNF, HNF) Package Package

( :: Tgmf — B - Mgmt ]

Procedures Procedures
T s — e — e —

L‘ Descri;tion Topology

> SH
Mgmt 4 Open Source
Procedures l MANO
- > INFORMATION
Topology ; MODEL

S

r

© ETSI 2020
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OSM'’s approach aims to minimize integration efforts

2. A unified northbound interface (NBI), based on NFV SOLOO5

QS NEL Oiiivd

\
b VIM/SDN
Connectors

\
m,

\ _VIM’sNBI 7 ViIM

© ETSI 2020
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OSM'’s approach aims to minimize integration efforts

3. The extended concept of “Network Service” in OSM, so that an NS can
span across the different domains identified and therefore control the
full lifecycle of an NS interacting with VNFs, PNFs and HNFs.

OSS/BSS e

4) SOLOO0S + NS LCM calls
IM integrated : :
# (charm based) (% L (# orMi

NETWORK TRANSPORT VIRTUAL
FUNCTIONS DOMAIN DOMAIN
(VNF, PNF, HNF) (WIMs) (VIMs)

72
gy

© ETSI 2020



OSM'’s approach aims to minimize integration efforts

4. The lifecycle management of Network Slices, assuming if required the

Network Slice
Management Function

EMs

Open Source

MANG.w. o

retice Manager+NFYO

VNFs

VNFM

PNFs

Open Source

MANO

role of Slice Manager, or integrating with an external Slice Manager

NFVI

VIM

Full E2E Management
(Integrated Modelling)

© ETSI 2020

3GPP Slice related management functions !
Communication Service 1 vanilla
Man&‘ d‘m
n sooos | OSM as
O,
Netw°s'i“f Os-Ma-Nfvo ﬁEVQ
Ma E nt )
Network Slice Subnet
Management Function
! Open Source
EMs
‘ = VY
VNFs T
PNFs
NFVI EEEE— VIM

Standalone Management
(Vanilla NFV/3GPP)
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OSM implements an End-to-end Network Service Orchestrator (NSO)

OSS/BSS

-4, Opensource  Network Service
s M A N O Orchestrator

O B s i v o i Or-Vi Or-Wi
Monitor (laaS API) (TaaS API)
VIM(s) Win(s)
NFs : ]
(e P | St Intra-DC i Inter-DC
HNFs i orage ntra- i || Inter-
) i Servers T fabric |} | o Transport Layer

e
© ETSI 2020



OSM Integration with VIM layer
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VIM layer (including K8-clusters) are managed to provide the VNF’s

connectivity, either in VM or Container formats

Or-Vi
Or-Vi (laaS API)
(laaS API)
V|M laaS LCM i Servers Storage
backend
E Config. & Config. & Config. & E TaaS
i Monitor Monitor Monitor E
: o~ | In advanced cases, the VIM SDN"
i i . Controller
I Storage WITERSS: s A
i | Servers e, 8d wewitches, [ might (transparently) | a,nf,-g‘&l i
acken Phy Switches) | | control al external SDN | (e j
i i Controller, to fulfil the 1o |
e e e e e ——————————— 1 ! el (i
connectivity requirements | [PYwitched 4

© ETSI 2020
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OMpeI& Sﬁﬂg ; Open Source 3. Open Source goan.  Open Source
|-—1--| |----‘I ----- ' l-—--J----j |-—1———-J-—1
l I VIM ! VIM ! s
l | e ) W] T !
I I 1| Neutron ] Neuron | ! I
[ VIM [ R Ty e | 1] gt g7 M2 o | VIM SDNC | |
| | : “#“h__: 1] E_ij”h: | |
|| (ewon i) | SDNC Vo] sone | [ Nedton |

|
e e — R e e M e W o !
CASE #1: Vanilla CASE #2: VIM + all SDN CASE #3: VIM with partial SDN CASE #4: SDN Assist
- Overlay: Native - Overlay: SDNC - Overlay: Native - Overlay: VIM native
- No underlay - Underlay: if available, via SDNC - Underlay: SDNC - Underlay: SDNC, via OSM
SDN Assist

Allows OSM to control SDN
connectivity, even when not possible
by the VIM (eg: PCI Passthrough,
SR-10V)

T
© ETSI 2020



OSM Architectural view

Common
Services

-

LCM

A
7

TSDB
(Metrics)

VCA [ oswm |
RO

OSM’s NBI

om T mm mm e e e e e e e o e e ey

0 common DB, storage,
authentication and TSDB

systems

© ETSI 2020
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°Complete control through CLI and
stand-alone Ul

° Unified Northbound Interface

End to end orchestrator: LifeCycle
Management (LCM) component

Kafka bus

VCA Juju controller for VNF
PLA configuration & indicator management

POL

elntegrated components for placement,
policy, fault and performance

management

G unified message bus for async
communications
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It has a large and diverse community! Around 140 members!

+ 15 Global Service Providers
\ telen L3
,( . O * Leading IT/Cloud players

< VUNF provuders

R RS R IR T ‘telecom
Ay ) ACCEDIAN .cceniun A _ADLINK 2ADVA aLrRan -apI;r.:' (’pm..com ¥ aacrosiass Aricent ()’5%‘;2‘[’0 ASTELLIG AhioS ﬁ e et worss 3<bigswitch

calebft “ CHSE cenx clmmpe cnit OCOMARCH comptel [FHNE o g\'l\"\lC' OATALLLY @) DRLLEMC 1k Dialogic = EANT@« ?ﬁ

Y casy g

[ ECODE ]

Lemrinix i@ﬁ’e‘p“m (u-%c.u 2 e @ f|eX ::< i Fraunhoter  Hillstone @) 1 Senid o0 Jie tconactly [THed mdre |efoblan S ‘t
(lnlo) {3 reent - A

&\ AN retera ”Ne!Nu’nLe Cnetrounds NETSCOUT  NEXTWORKS m ng4' 09(0!0\ Pkkm & woxrsonn 0.-.»4”:. Pl’()dﬂﬂ.»~- pAocaom 'radware ‘
red

LambdaTechitd  EEsterfD amuies O puiuin MeadowCom metaswitch [ MOBILUM 2378 m Mycomos  solarwinds S

manTcna

> - ' v v .
EDRFTIOq i wm{u s SIOMA =R imoiomet i Stlkﬁr ATA “::"‘l‘mmmhom - " Telecom Foresight Consulting (), te]emly‘m’ﬁ‘ BITECHULhere A\ umsera
s
TTANH X THMX ASITY .n_
. Frre @ e T '{'_‘F AT l’m\ s STIRREY md“"‘“‘" viave ©rmuoss v Elwhitestack [kl were i xFow (1) ZTE
''''''' - —— e
m“m
oF tuilw
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What makes OSM Awesome?

It is well organized for producing production-ready upstream code

LEADERSHIP GROUP T Lo ”‘emf‘”
'i' 'ﬂ' 'ﬁ' :2: :E Chalrb MARCOM TASK FORCE
TSC MDG lead VNF ONBOARDING TASK FORCE
A X R XN
— s — END USER ADVISORY GROUP
A EEE X EEEERNE,
""""""""""" v i o
P N Users :
TITATTTATARRADNNNN
Tﬂ g%g%gg%g%g%ggg%g
| Contributors |
L | )
pRRRpRnRRARRRRRy | | DUDORRORUINREO0T i )
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What makes OSM Awesome?

It is well organized for producing production-ready upstream code
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LEADERSHIP GROUP

Francisco Javier Ramon

Andy Reid Pal Grgnsund

ORCE

ERSTTIRETINTT
R |
Rt

ETSI__\\
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What makes OSM Awesome? MANO

It is well organized for producing production-ready upstream code

'"' LG member

LEADERSHIP GROUP
. # TSC Chair MARCOM TASK FORCE

TECHNICAL STEERING COMMITTEE

Gerardo Garcia Mark Shuttleworth José Mlguel Guzman Felipe Vicens Francisco Rodriguez
: ..... \:UI.IL:II.:U:.U.I) ..... E g UU UU UU UU UU UU UU UU UU UU UU UU UU UU UU UU 5 ETS’//// —\\‘\\
 RRRRRRRRRRRARRRR | | TOVIOORDRVRDGRGG | )
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What makes OSM Awesome?

It is well organized for producing production-ready upstream code

DEVOPS MDL || N2VCMDL RO MDL SA MDL UITFL
~a B F |
l ! O
] - <VAm
David Garcia Alfonso Tierno O Subhankar Pal Francesco Lombardo
MDG MDG MDG T
TeATTEATOTONTNN
"""""""""" e ves, | [ s T ETSITE
TR AARRRRAARN | ,,
W g%gggggggg%gg%gg
| Contributors -
R ko B AAAAAAAAAAAAAAACAC 1. R
Silvia AlImagia
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What makes OSM Awesome?
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END USER ADVISORY GROUP MARCOM'TASKFORCE

Antonio Marsico

g production-

'ﬁ' LG member
W TSC Chair
‘ﬂ] TSC member

MDG lead

Mona Hrapkowicz

© ETSI 2020
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A\ Open Source
Release SEVEN, launched in December 2019, adds

new features ready for production environments:

@@4MAN0

Release SEVEN

® Ability to provide real-time feedback in CLI and GUI upon request
® RobotFramework for building automated tests

® Migration of componentes to Python3

® osmclient package creation and validation tool

® Automated monitoring dashboards for system and NFs

® Enhanced VNF Management through full charm support

® Deployment of OSM over kubernetes infrastructure

® Deployment of containerized NFs over Kubernetes

T
© ETSI 2020
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Software defined data centers are composed of completely virtualized infrastructure, that can be easily

The Software-Defined DataCenter

managed using software.
When talking about SDDC, we are mainly referencing virtualization of compute, storage and
networking, being that all the infrastructure is totally programmable.

This new data center building paradigm focuses on: T Ootaarar

Using the full potential of hyper scalable architectures
More agility and faster application provisioning

Cost reduction

Automated management (elastic and programmable)
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With hypervisors, like KVM, we are capable of partitioning a physical compute node into multiple “virtual machines”
that use their own Operating System to share the physical resources, providing efficiency on the host resources
consumption.

Virtual Machines and Containers

“Containers”, made popular by Docker, produce instances that share a single Operating System while only adding the
libraries they need to run a lightweight application. This concept increases application mobility and takes the efficiency
on host resource consumptLon a step further, simplifying modularity to the ”micro-siiices" level.

&Y docker

applications applications applications [ applications ] [ applications ] [ applications ]
- N N v | libraries ] { libraries J ( libraries )
libraries libraries libraries - N

( ) ( ) ( ) OS with container support

OS1 oS 2 OS 3

(S AN AN J \ )
( N ( N\

HYPERVISOR (KVM, ESXi, etc) [OPTIONAL] HYPERVISOR
(. J (. J
4 N 4 N

HOST HARDWARE DE HOST

(. J (& J
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OpenStack is an operating system for the cloud which controls large amounts of computing, storage
and networking resources of a data center in a centralized and simple way.

OpenStack

It provides the essential to build an Infrastructure-as-a-Service platform (laaS).

Your Applications

N

m : APi OPENSTACK
? CLOUD OPERATING SYSTEM

OpenStack Dashboard

Networkin

—]

OpenStack Sh Services

‘ Standard Hqrdware
o o
Virtual Machine SDN SDS
Baremetal Software Defined Networks Software Defined Storage

Containers
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OpenStack

Even though it is capable of providing containers, it m @ m
highly specializes in automating the lifecycle and

Provides auth Monltor Provides Ul

resources of virtual machines.

E openstack. = pefaut - admin ~ & admin~ -
Project >
Identity / Projects
- ] i
.~ Projects

Provision
Users

ectName=~ | Filter + Creaf

Project o=~ Fi Create Project o i | S
Groups Displaying 2 items — Glance lmat;;isln
Roles O Name Description Project ID ’D‘:"":'" Enabled Actions
Provides images
o) = ‘:::I’a“;"w 09158beeBc6441519b13a3743d936566  Default  Yes Manage Members
clot
e <o icfe7a67305 fault Y Manage Members
Project

Provides

Backups
volumes in

volumes to

$ openstack flavor create --ram 4096 --vcpus 2 --disk 4

f‘*" Open Source

M A N O \___ Orchestration

Provides network
connection for
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“Kubernetes” is a Container Orchestration Engine (CoE) that manages the life cycle of docker containers,

Kubernetes

including how they are grouped together to form applications (via “pods”), how they interconnect (via
“overlay” networks), how the services are balanced, protected and scaled.

Kubernetes Master

._ ¢
S
()
N
| etcd I

Operator

Users

Kubelet ( CAdvisor ) (Kube Drox» Kubelet ( CAdvisOr ) (Kube-Prox*_. )
e Pod Pod e I Pod l
Plugn Network ( (eg ¥ Flannel, Weavenet, eic ) >
Kubernetes Node Kubernetes Node
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Kubernetes

Even though it is capable of providing virtual

. [l [ . [ [J [J NOde
machines, it highly specializes in automating the
lifecycle and resources of containers.
Pod
\ h - volume
W I e n v containerized app

node processes

powered /j Open Source HET 2L
” % MANO

A Node
%/ containerized ap

> @} Deployment \0h 1P address
A Master SUE 7

node processes Q0.1 \,Qv\g"‘ 9

\& s

Kubernetes Cluster Pod 1 Pod 2 Pod 3 Pod 4

volume
containerized app
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Thank you!
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